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Abstract: In recent years there has been a vast increase in the amount and usage of all different kinds of multimedia data. Ranging from digital video broadcasting over the Internet to sharing digital photos and videos from the last holidays with others, multimedia is around everywhere today. Multimedia metadata help us to manage and search for information in these data. They offer searching for keywords as well as semantic search for textual descriptions of complex activities in audio, video and image. Based upon the research and implementation of the DAHL project, we present an approach for the annotation and presentation of content-variations of videos. This work introduces MuViNo, a tool for creating MPEG-7 metadata descriptions of videos. Further, the presentation of search results, especially the variations of videos or video segments is highlighted.

1 Introduction

In recent years there has been a vast increase in the amount and usage of all different kinds of multimedia data. Ranging from digital video broadcasting over the Internet to sharing digital photos and videos from the last holidays with others, multimedia is around everywhere today. A reason for this circumstance is the evolution of multimedia compression technologies, that allow a drastical decrease of the data filesize. With these relatively high quality multimedia data at low filesizes it is easy to distribute them over various channels, like the Internet or other digital media like CD or DVD.  Implementations of compression standards for multimedia, like MPEG-1,2,4, JPEG2000 or MPEG-1 Layer III became widely available to the public. 

Nearly every computer user acts as a content producer for multimedia data. These huge amount of data is often difficult to handle and to manage. Especially searching for a particular piece of information in a big collection of multimedia data becomes a time-consuming task. To find a desired scene in a video, one has to find the right video first and then has to skip forward or backward in the video to find the right scene. This behaviour is unsatisfying for either commercial use as well as for home users because there is no way of quickly and efficiently finding the wanted multimedia data. 

Standards for multimedia metadata like MPEG-7 provide the facilities to describe data from a very low level, like regions of an image, up to a very high level like the description of semantic content in video-scenes. Videos can get a description associated, like keywords, textual description of actions or timing-information for video scenes. So it is possible to search for selected videos, in which a certain person acts. Furthermore, it is possible to find the video scene for a special event by using the timing-information from the segmentation metadata.

An interesting and useful application area for this topic is the application in e-learning environments. Most common e-learning platforms include a section for videos of lectures and often these platforms are used as an accompanying tool to regular courses, like real lectures at university. During the semester, it is intended that students that are not able to be physically present in the lectures, are allowed to listen to the lecturer by the means of e-learning platforms. But in special cases, like the preparation for an exam, students wish to gain fast and direct access to desired information units in videos or audio recordings. A possible scenario could be the search for the video scene of a lecture, in which a lecturer talks about a certain topic. 

Although the application area for metadata-based multimedia search and retrieval is vast, we want to concentrate on a special application in the following work. We present recent research activities and implementation of a web-based semantic multimedia search application that makes use of content-variations. Content-Variations are different versions of the same multimedia content, like a greyscale version or a version with a reduced resolution. But also sound-only versions and series of pictures of a movie, like a slideshow, are content-variations.   

2 Related Work

This work is based upon the research and implementation that was done in the DAHL-project. For showing the possibilities of content-variations of videos or video segments, two parts of the DAHL-project were extended and modified. The annotation, the association of multimedia content with information, is done with the help of MuViNo, a graphical tool for segmentation and annotation with MPEG-7 metadata. These generated metadata is used by the proven web-based semantic search interface to retrieve the results of a search. Then the results are presented in an informative and usable manner to allow an easy interaction with them.

2.1 The DAHL Project

The DAHL project aimed at demonstrating some of the research achievements at ITEC by extending the Virtual Computer Science Exhibition web application [1] with content-based search mechanisms and an adaptive streaming environment for video data. The search is based on MPEG-7 descriptions of video data and uses the database and interfaces implemented in the CODAC project [2] at ITEC. Video retrieval is performed by the MPEG-4 conformant adaptive streaming server and player implementations developed in the ViTooKi (Video ToolKit) project [3], which also was developed at ITEC and allows to adapt the video stream dynamically to client capabilities, user preferences, and available network bandwidth. 

The project’s name DAHL is to be understood as an acronym for Delivery with Adaptation and High-Level Video Indexing, but was also chosen in memorial of the famous computer scientist Ole-Johan Dahl, who is one of the persons presented in the virtual exhibition. The project started in July 2003, and has been finished by September 2004 [4]. 
[image: image1.jpg]Video Source

Annotate

Extract

fe—

-{ Video }<
Storage

Streaming
Environment

MP3

v

MPEG-7
Description

MPEG-7
Database

Video

p J
Search

Client

Iy

Web interface





Figure 1: Overview of the DAHL-Project's architecture

As shown in figure 1, the DAHL-project consists of several components. The most important parts of it are the MPEG-7 Database of the CODAC project, the video streaming and presentation framework ViTooKi and the web-based video search application. First of all, the corresponding videos have to be produced and pre-processed to be used with the components of the DAHL-project. This step includes the transcoding of the video source and the annotation with MPEG-7 metadata using MuViNo (multi video annotation). The annotation with MuViNo includes (1) the segmentation of the video into semantically meaningful scene, (2) the description of the whole video as well as (3) the description of the single video scenes with plain text that describes the scene. Then several pieces of data, like thumbnail images of video scenes and the soundtrack of the video are extracted and stored on the web server. The MPEG-7 database is used for the storage and management of the MPEG-7 descriptions and the main search in the metadata repository. With having all needed data available, the actual search process can begin. After a user-defined search, by entering certain search-criteria the video search application initiates the search in the database, gets the MPEG-7 documents, parses them for relevant information and presents the results. The results can either be full videos or video segments containing the wanted information. The video data can be transferred to the client by adaptive video streaming over RTSP with a special video player of the ViTooKi project, the MuViPlayer (multi video player).

3 MuViNo

MuViNo is a tool for creating MPEG-7 metadata of videos and part of the ViTooKi project. It consists of an embedded video player and an XML tree view allowing to navigate and edit an MPEG-7 document. It was designed to facilitate the creation and annotation of MPEG-7 VideoSegment descriptions, by which a video can be divided temporally into a hierarchy of semantic sections, like the chapters and sections of a printed book.

VideoSegment descriptors are created by splitting the current segment into subsegments at the current media time point shown in the video player. Special slider widgets facilitate quick navigation within the VideoSegment tree. The annotation data belonging to a VideoSegment can be edited in a user-friendly dialog, there is no need to manipulate the XML tree directly.[4]

The MuViNo main interface (as seen in Figure 2) consists of four important areas. The upper left side contains the MPEG-7 element view, where the XML representation of the metadata is shown as a logical tree. The leaves of the tree are the MPEG-7 element descriptors and for a better overview and navigation, subtrees can be collapsed and expanded. The lower left side of the main interface is a text field that shows the actual selected element values of the MPEG-7 tree-view. The existing values can be altered or deleted in this field. In the upper right area the video playback component is situated. It consists of a preview area and some controls for playback and navigation. Below the playback component, there is the segmentation area. With the buttons on the right, videos can be divided into video segments based on the preferences of the annotator and the preview. Segments can also be merged again. All these information about segmentation is immediately represented in the MPEG-7 element view as the corresponding MPEG-7 descriptors for segmentation. 

The video, as well as the logically created video segments can be described with additional metadata information. The full video can get several pieces of information like creation-information or paths for the location of the media files. The user does not have to edit XML in plain text because he gets graphical user dialogs for entering the desired data. New information and edited data are also displayed at the according position in the MPEG-7 element-tree.  

Creation information includes data like the creator of the video source, where and when the video was produced or a copyright note, whereas the URI dialog acts as a simple front-end for specifying the media paths. 
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Figure 2: MuViNo main gui-dialog

The video and the video segments can get their metadata description through a separate dialog, where semantic information, like title, textual description of the plot, keywords, semantic time and date and a semantic location can be given. The textual description can act as an abstract for the full video. This part of the annotation process is the most complex and time consuming task in the metadata production procedure, because each video segment has to be described in plain text. Therefore it is necessary to watch and listen to the video source and extract information about it. Sometimes special domain knowledge is required to understand the topic of the video to extract the right kind of information.

There is also a small front-end for defining content-variations of the video source (see Figure 3). In this dialog one can choose from a given set of pre-defined content variations. These pre-defined variations are an example for some common used versions of video. The variations can be used to offer bitrate-reduced, resolution-reduced, colorspace-reduced (greyscale) and sound-only versions of the video for different playback environments. So even users with limited internet-connectivity, mobile equipment or hardware with reduced functionality have the ability to consume multimedia content.
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Figure 3: MuViNo gui-dialog for specifying content-variations

4 Web-based video-search

The DAHL-project includes a web-based video-search application for accessing the multimedia repository. With this front-end one can specify some search criteria for finding the corresponding metadata of the videos in the repository. The front-end (see Figure 4) allows the user to give criteria for search for textual descriptions (title, keywords, free-text annotation), semantic place or semantic time of the desired information in the videos. For semantic time there can be defined a lower and/or an upper boundary. Further, features like Boolean connectivity search for phrases or wildcards are supported.  
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Figure 4: Web-based search-interface

When the search criteria are defined and the search is started, the search interface will first validate, if input data is syntactically correct. After that, the connection to the MPEG-7 database, containing the metadata, is established and the search is performed through a database layer that offers some methods for connection management and search. The result of a query, depending on the chosen granularity, can either be a list of full videos or a list of video segments that represent the scenes containing the desired information. 

A possible list of search results is shown in Figure 5. Each element in the result list presents some information about this item. These information are the title of the video segment, a textual description of the plot, semantic time and semantic location, duration of the segment, and the title and duration of the corresponding full video. Also a thumbnail representing the scene is given to assist in identifying the wanted video segment. To start the playback of the video segment, the title of the video segment also contains a hyperlink to initiate the video-streaming. By clicking on it, a dynamically generated SDP (Session Description Protocol) file is transferred to the client that contains timing information to start the playback exactly at the beginning of a scene. The actual streaming is done over RTSP. If the user has installed an adaptation aware video player (like our MuViPlayer), he can use the capability of the streaming server to get on-the-fly video adaptation. It is also possible to view the full video instead of only the actual scene by choosing the name of the full video, which is also a hyperlink to a SDP file. 

If someone is interested in information about the full video, he can click the TOC link (table of contents) and he gets a list of all video segments of this certain video, just like the table of contents of a book. The search can be refined, when for example there are many results from one particular video. Then it is possible to choose the “search in video” hyperlink that reloads the search form. The search can be performed as usual, with only constraint that the search is done within the chosen video.
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Figure 5: Results of a video search

If a user does not have an adaptation aware video player, he can choose among several predefined adaptations, the so-called content-variations (see Figure 6). There is a sound-only version e.g. for devices with limited display capabilities or variations for mobile devices or low bandwidth internet connections, like a bitrate reduced version, a resolution and bitrate reduced version and a greyscale version with low resolution and low bitrate. With the ability to either do the adaptation automatically with a capable video player or to manually choose the appropriate version for a standard video player, most users are able to consume the information they were looking for on their personal device. 
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Figure 6: Results extended with content-variations

5 Conclusion

With our research and demo implementation we have shown that it is possible to make use of state-of-the-art metadata indexing and retrieval technology, preformed in a usable and performant way. The implementation of an annotation tool, MuViNo, showed that the effort for video segmentation and semantic annotation could be drastically lowered in comparison to pure manual annotation, when guided by a graphical tool. MuViNo offers a better overview for annotation and reduces the complexity of taking care to get a valid MPEG-7 document that is based on XML. We have also shown that the application of a metadata search in a productive environment can be easy to use and has no negative  impact on the user’s experience. With the spreading and extensive use of the MPEG-7 metadata standard there will be some interesting and useful new application scenarios in the near future.  
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